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Step 2: “Train” a model on this text

- Show some text to the model, ask it to predict the rest
- Adapt the parameters of the model such that it improves this prediction
- Repeat this process until it’s predictions are reliable
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What does this model look like?
Version 1: n-gram models

w1 w2 w3 w4 …. → w5?

are 2458 25%

that 521 5.2%

about 210 2.1%

certainly 2 0.02%

make 139 1.4%

…. ... ...

A lot of decisions ..
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So… Are AI’s ready to take over the world
Models can very convincingly generate intriguing, grammatically correct and 
locally coherent text

But..

- Globally, texts are incoherent
- They do not conceptually understand the world they talk about
- They have no “common sense”


