The Grammar of Neural Networks

Dieuwke Hupkes

Institute for Logic, Language and Computation
University of Amsterdam

December 7, 2017



Structures in Language



Structures in Language

s
NP vP
e
Dt N T
| v NP
The  teacher | T
praised  Det N
|
the student
s S
A N
5o NP VP, NN VP
[

| [
Joho VNP May Jm VNP
| [

Ioves Toves Mary.



Structures in Language

s
NP VP
P -~
Da N P
| | v NP
The  teacher | ~
praised  Det N
|
the  studeni
N N

P g
so NP veoo, NP _ NP VP
| P | | N
oo VNP My g VNP
| | |

Ioves loves Mary

Mary loves him, 1, F,(love him, Mary)

Jove him, TV, F(love, he) Mary, T

love, TV he. T



Structures in Language

H
NP VP
T -~
Dt N T
| v NP
The  teach |
oAk aised Dt N
|
the student
s s
A /\
5o NP VP, NP NP VP
[T | [
oho ¥ NP My gam ¥ RP
| [ |
loves Mary

Mary loves him, t, F(love him. Mary)




Structures in Language

s
NP vP
T -~
De N V/ \NP
| Decoder
The  teacher | ~
praised  Det N
| the green house <EQS
the  student
s s
A /\
5o NP VP, NP NP VP
b X b b 7 e
John | iy Jobn Encadsr
oves Mary

S he geen o

Mary loves him, 1, F,love him, Mary)

das grine Haug <EQE

om oD
oemion | wwoo oETMOD
in my  peiamas




love

love, TV

say

I

Structures in Language

Cecoder

the green house<ECE

conbexl
| NP -
| e

The  teach
AR ised  Det N

|

the studeni

Encader
S

s
NP VP, NP NP VP -
| | [ “BOS>Ihe green houe
Johe VNP May g VNP .

|

s e iy

das grire Haws <E0S>

Mary loves him, 1, F,{love him, Mary)

him, IV, F(love, he) Mary, T
he. T
Pu00
oenvo | oo oemwon

n  clephant



Hierarchical compositionality of language

The scientist who wrote the research paper Jumped with jox/



Hierarchical compositionality of language

The scientist who wrote the research paper Jumped with joy



Hierarchical compositionality of language

The scientist who wrote the research paper Jumped with joy



Hierarchical compositionality of language

/)

The scientist who wrote the research paper Jumped with joy



Hierarchical compositionality of language

//)\/\

The saen+|9+ who wrote the research paper Jumped with Jox/



Recurrent Neural Networks

How can hierarchical compositionality be processed incrementally, in
linear time, by a recurrent artificial neural network?
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How do we study the network?

Plotting activation values

——r~tN~Fo_THto~ 0~ +D

B i T 2 A S I SR A S




How do we study the network?

Diagnostic Classification

oufpuf

/:.>
GarRu I j

~ N
QD

inPu+




How do we study the network?

Diagnostic Classification

ou+|9u+

?

inpu+

(  Five mnus ( two

DO - - -

)
)



How do we study the network?

Diagnostic Classification

ou+Pu+

?

inpu+

five minus ( two

( )
OO o- - - D
\L \{/ \l/ diagnostic clossitier = ~ \\/
O 5 5 5 3 -- —- 3



mean squared error

Intermediate results

100 A  recursive
= cumulative

80
60
40

20 A

L1 L2 L3 L4 L5 L6 L7 L8

Lanﬂuages



QCCU\"GCY

0.8

0.6

0.4

0.2

Cumulative strategy, operation mode

L1

L2

L3

L4

L5

L6

L7

L8

L9

L9R
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black box
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